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SUMMARY

Pharmaceutical safety has received substantial attention in the recent past; however, longitudinal clinical
laboratory data routinely collected during clinical trials to derive safety profiles are often used ineffec-
tively. For example, these data are frequently summarized by comparing proportions (between treatment
arms) of participants who cross pre-specified threshold values at some time during follow-up. This
research is intended, in part, to encourage more effective utilization of these data by avoiding unnecessary
dichotomization of continuous data, acknowledging and making use of the longitudinal follow-up, and
combining data from multiple clinical trials. However, appropriate analyses require careful consideration
of a number of challenges (e.g. selection, comparability of study populations, etc.). We discuss estimation
strategies based on estimating equations and maximum likelihood for analyses in the presence of three
response history-dependent selection mechanisms: dropout, follow-up frequency, and treatment discontin-
uation. In addition, because clinical trials’ participants usually represent non-random samples from target
populations, we describe two sensitivity analysis approaches. All discussions are motivated by an analysis
that aims to characterize the dynamic relationship between concentrations of a liver enzyme (alanine
aminotransferase) and three distinct doses (no drug, low dose, and high dose) of an nk-1 antagonist across
four Phase II clinical trials. Copyright � 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Safety risks believed to be caused by medications have received a substantial amount of attention in
the recent past; however, Phase III clinical trials are nearly always designed and powered to establish
efficacy. Safety endpoints tend to be considered secondarily and are frequently summarized with
suboptimal procedures. For example, adverse events related to hepatotoxicity may be reported as
the proportion of subjects who, at some time during follow-up, had liver enzyme activity measures,
e.g. alanine aminotransferase (ALT), crossing a specified threshold value (e.g. three times the
upper limit of normal). It is well known that dichotomization of continuous variables results in
information loss, and often there is no reason to believe that the dichotomization point represents a
unique, biologically meaningful threshold. In addition, by ignoring the longitudinal follow-up (e.g.
repeated measurements on individuals), dynamic treatment effects are ignored. Considering the
large number of adverse events studied simultaneously and concerns regarding type I error inflation,
safety signal detection is extremely challenging under the current model of product development.
In the recent past, analytical approaches that acknowledge correlation among binary adverse events
have been proposed (e.g. see [1, 2]) and have improved our ability to detect these safety signals.
However, serious adverse event rates are generally low, and even the improved methods cannot
detect many important risk increases.

Post-marketing surveillance is proving to be vital for capturing medication-related adverse events.
Using administrative data such as Medicaid, hospital, and insurance claims, many authors have
retrospectively constructed follow-up cohort studies to capture excess adverse event risks associated
withmedications (e.g. [3, 4]).Novelmethods for capturing safety signals using spontaneous reporting
system data are also promising [5–7]; however, in spite of their utility, post-marketing surveillance
data are less reliable than those fromclinical trials due to under-reporting, biased reporting, incohesive
administrative data systems, or simply because the information collected is observational.

We believe that the larger goal of safety analyses should be clearer understanding of the
biological responses to pharmaceutical products. If we can begin to understand how subjects
respond to specific products and known (and unknown) classes of products, we are then far
more equipped to develop safer medications, or at least better characterize potential risks. The
understanding of these mechanisms is not possible using standard approaches where continuous
measures are dichotomized, time is ignored, and analyses are conducted without reference to other
comparable studies or products. To begin to enhance our ability to characterize safety profiles
during development or post-marketing, we must exploit all available information routinely collected
in Phases I–III clinical trials, including clinical laboratory data. Summarization of these data
is often undertaken to the extent required by a regulatory agency, such as the Food and Drug
Administration; however, in many cases, they could be used more effectively.

The Pfizer Historical Research Database is a project that aims at combining clinical data
from a large number of Phases I–III clinical trials and using these data for better understanding
of pharmaceutical safety. For the purpose of this research, we seek to use clinical laboratory
data related to liver function from four Phase II clinical trials of an NK-1 antagonist for which
development was discontinued due to several issues, including hepatotoxicity. We measure liver
enzyme activity with ALT, which is known to be a relatively specific indicator of acute liver
cell damage. All four studies followed subjects for (at least) six weeks, with a schedule of 3–5
follow-up visits.
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While the analysis of longitudinal clinical laboratory data can lead to more informed deci-
sions regarding product safety, numerous challenges must be considered in order to make valid
inferences in this setting. These include the potential incomparability of patients samples (if
multiple studies were included), inter-laboratory variation in measurements (if multiple labora-
tories were used), and any number of selection mechanisms (e.g. unscheduled visits, outcome-
driven or reflex testing, dropout, missing data, treatment discontinuation). In addition, the func-
tional form of the treatment effects over time is unknown; hence, flexible models should be
considered. Although heterogeneous study samples may lead to results driven by specific patient
subgroups, they also provide opportunities since (valid) inferences based on their analysis can be
generalized to broader populations than those based on homogeneous samples. Inter-laboratory
variability is not considered in this paper, although some of the challenges associated with it
have been discussed [8, 9]. Selection mechanisms can bias results if related to the response
process. For example, current values or changes in ALT concentrations may lead to treatment
withdrawal, added follow-up visits, or dropout. Much of this research focuses on strategies for
the valid analyses of longitudinal clinical laboratory data in the presence of these selection
mechanisms.

Another challenge to consider is that safety profiles derived from clinical trials participants may
not generalize to the target population and, in fact, may represent the best-case scenario for safety.
Study participants can be healthier than target populations (those who will eventually receive
the medication), doses are controlled by study protocol, concomitant medications or lifestyle
choices (e.g. alcohol use) may be an exclusion criterion, subjects are monitored closely, and the
subjects are appropriate for the medication. Once marketed, the lack of regimentation may lead
to previously unforeseen adverse reactions. If the goal of clinical trials is ultimately to generalize
results to the population of people who may eventually receive the medication, then clinical trial
participants often represent a biased sample. Since the extent of this bias is unknown, it is useful
to put bounds on uncertainty through structured sensitivity analyses. We describe two sensitivity
analyses for longitudinal clinical laboratory data that are intended to be guides for characterizing
the ‘realm of possibilities’ for excess risk and for informed decision-making regarding medication
safety.

This paper aims at describing viable approaches for effective utilization of longitudinal clin-
ical laboratory data in characterizing product safety. We discuss selection mechanisms which,
if ignored, could lead to inadequate characterizations. We describe two paradigms for treatment
effect estimation, inverse probability weighted, semi-parametric estimation, and fully parametric,
maximum likelihood estimation, and we propose sensitivity analyses aimed at generalizing study
results to target populations. This is not a comprehensive review of all potential approaches.
Rather, the goal is to highlight several strategies that could be used to improve (relative to strate-
gies currently used) our ability to make informed decisions regarding product development and
safety.

In Section 2, we provide a brief summary of the four studies that are combined for analysis.
We discuss the measurement (from which inferences are to be made) and selection models in
Section 3, and in Section 4, we describe the potential bias that selection mechanisms can induce,
analytical approaches that can lead to valid inferences, and sensitivity analyses aimed at addressing
bias due to the non-random selection of clinical trial participants. Finally a discussion and some
concluding remarks are provided in Section 5.
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2. THE STUDIES

We consider four Phase II randomized, placebo-controlled, clinical trials of a single agent (agent
Q) from a total of 22 Phase I and II studies. The sample represents approximately 20 per cent of all
patients studied on agent Q. We selected these studies due to the similarity in their dosing schedules
(0, 50, or 100mg daily dose for six weeks), scheduled follow-up period (six weeks), and although
the studies were conducted on different disease populations (rheumatoid arthritis, psoriasis vulgaris,
asthma, and ulcerative colitis), neither the diseases nor the concomitant medications were thought
to be related to liver function. Chemotherapy patients, which composed half of all subjects studied
on this agent, were not considered due to the effects of chemotherapy on liver function. Other
studies were not considered because subjects were exposed to drugs for very short time periods.
Throughout this paper, we refer to the 50 and 100mg daily dose groups as low- and high-dose
treatments, respectively. Table I provides a summary of the studies. Liver enzyme concentrations
and other blood analytes were measured prior to and usually on the day of medication initiation
(day 0). Subjects were scheduled for (at least) four follow-up visits (at approximately days 4, 14,
28, and 42) prior to amendments to the protocol schedules where the first visit was removed. During
the course of study 3, a day 35 visit was added to scheduled follow-up which was retained for
study 4. Protocols specified a reflex visit schedule wherein the presence of liver enzyme elevations
could trigger an increase in the visit frequency. Patient-initiated follow-up was also allowed. In
study 1 and for most of study 2, the (non-placebo) treatment was the high dose. During the course
of study 2, the protocol was amended and the treatment dose was reduced to low dose. Throughout
this paper we refer to 50mg bid (qd) per day as high (low) dose treatment.

Table II describes the study populations broken down by the medication administered at study
initiation. Approximately half of the subjects were assigned to placebo, while a quarter were assigned
to each of the low- and high-dose treatments. Demographic and baseline characteristics were similar
with respect to race, baseline ALT concentrations, and weight; however, the low-dose treatment arm
was composed of relatively few females who tended to be younger than those in the other treatment
arms. Although randomization was performed in all studies, this imbalance occurred because in
study 1, where low-dose treatment was not examined, 71 per cent of participants were female and
patients tended to be older. In the other studies, approximately 20–25 per cent of participants were
female. These imbalances make it impossible to separate a treatment effect from a gender or age
effect unless we control for those variables during the analysis. If interest was in treatment by disease
interactions, for males and females separately, additional data would be required.

Figure 1 displays a subset of the longitudinal, natural log-transformed ALT response series for
each of the assigned treatment groups. The lines connect ALT values for individuals at successive
visits, and solid (dotted) lines indicate that the subject was (was not) on assigned treatment the day

Table I. Description of the four studies considered for analysis.

Study Disease Groups compared Follow-up schedule days

1 Rheumatoid arthritis High versus placebo 4,14,28,42
2 Psoriasis vulgaris High (low) versus placebo 4,14,28,42
3 Asthma Low versus placebo 4,14,28, (35),42
4 Ulcerative colitis Low versus placebo 4,14,28,35,42

Parentheses indicate a change in the protocol to the value inside parentheses during
the course of the study.
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Table II. Demographic and baseline characteristics of study participants.

Placebo Low dose High dose Total

Overall N 135 66 76 277
Female (per cent) 48 21 57 44
Ethnicity (per cent)

White 81 85 84 83
Black 10 6 8 8
Other 9 9 8 9

Age (years) 50 (27,65) 36 (24,64) 53 (36,66) 49 (27,65)
Weight (kg) 82 (60,106) 83 (64,105) 80 (56,98) 82 (59,104)
Log-transformed, baseline ALT 2.8 (2.2,3.5) 2.9 (2.4,3.5) 2.6 (1.9,3.4) 2.8 (2.2,3.5)

Study 1 N 62 0 59 121
Female (per cent) 74 — 68 71
Ethnicity (per cent)

White 85 — 83 84
Black 8 — 8 8
Other 6 — 8 7

Age (years) 58 (46,68) — 56 (41,68) 58 (43,68)
Weight (kg) 75 (56,102) — 74 (54,96) 74 (54,98)
Log-transformed, baseline ALT 2.6 (2.0,3.2) — 2.6 (1.9,3.1) 2.6 (1.9,3.2)

Study 2 N 22 6 17 45
Female (per cent) 23 0 18 18
Ethnicity (per cent)

White 91 100 88 91
Black 5 0 6 4
Other 5 0 6 4

Age (years) 46 (29,56) 60 (31,66) 45 (33,55) 46 (29,61)
Weight (kg) 84 (66,109) 94 (73,109) 86 (78,109) 85 (68,109)
Log-transformed, baseline ALT 3.0 (2.5,3.5) 2.8 (2.4,3.7) 3.0 (2.5,3.6) 3.0 (2.4,3.6)

Study 3 N 42 42 0 84
Female (per cent) 29 24 — 26
Ethnicity (per cent)

White 67 76 — 71
Black 17 10 — 13
Other 17 14 — 15

Age (years) 32 (21,52) 33 (23,53) — 32 (22,53)
Weight (kg) 86 (70,111) 86 (69,107) — 86 (70,110)
Log-transformed, baseline ALT 2.9 (2.4,3.6) 3.0 (2.5,3.5) — 2.9 (2.4,3.6)

Study 4 N 9 18 0 27
Female (per cent) 22 22 — 22
Ethnicity (per cent)

White 100 100 — 100
Black 0 0 — 0
Other 0 0 — 0

Age (years) 50 (37,59) 51 (29,67) — 50 (30,65)
Weight (kg) 80 (54,97) 76 (63,95) — 78 (58,97)
Log-transformed, baseline ALT 2.9 (2.5,3.5) 2.9 (2.4,3.1) — 2.9 (2.5,3.3)

Categorical and continuous characteristics are summarized with percentages and 50th (10th, 90th) percentiles,
respectively.
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Figure 1. Log-transformed ALT concentrations over time by assigned treatment: All subjects
for whom the maximum ALT value was at least twice the baseline value in addition to 25
randomly selected other subjects from each assigned treatment group are shown. Solid (dotted)
lines indicate that the subject was (was not) on assigned treatment the day prior to the latter
visit. At the bottom of the figure we show the density of the observed visits wherein it can be

seen that most visits occurred at or around days 4, 14, 28, 35, and 42.

prior to the latter visit. All subjects for whom the maximum ALT value was at least twice the
baseline value in addition to 25 randomly selected subjects from each assigned treatment group are
shown. At approximately day 28, a number of subjects in the high-dose treatment arm and fewer
subjects in the low-dose arm experienced marked increase in ALT concentrations. Participating
physicians applied protocol rules or clinical judgment to discontinue treatment. At the bottom of
the figure, we display the observed follow-up density. The majority of visits occurred around days
4, 14, 28, 35, and 42.

3. THE MODELS

In this section, we describe the measurement model from which inferences are to be made, and
the postulated models for dropout, sampling rates, and treatment discontinuation.

3.1. The measurement model

Let i ∈{1, . . . ,N } denote subject, Yi (ti j ) be the response for subject i at the time ti j of his/her j th
visit ( j ∈{1, . . . ,ni }), Xi (ti j ) be the p+1 vector of covariate values, and !i (ti j ) be a mean zero
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error term. The generic model from which we base inference is

Yi (ti j )=XT
i (ti j )b(ti j )+!i (ti j ) (1)

The parameter vector, b(ti j ), is time dependent and it characterizes the strength of the relationship
between the response and the covariate series. If the goal is simply estimation of b(ti j ), then in
the absence of selection bias, additional assumptions regarding the error process (e.g. correlation
among repeated responses) other than finite variance are not required, and an empirical estimation
approach such as generalized estimating equations (GEE) [10] could be used. If an additional goal is
to increase flexibility in the functional form of b(ti j ), then non-parametric or semiparametric models
could be considered. Several authors have studied these models and have relied on counting process
theory to derive asymptotic distributions of cumulative covariate effects B(ti j )=

∑
i
∑

j "(ti j ) (e.g.
see References [11–14]). A likelihood-based approach generally assumes a multivariate Gaussian
distribution on the error process. The corresponding estimates are at least as efficient as estimating
equations’ approaches and are more robust to selection bias; however, proper specification of
second- and higher-order moments is required for valid inference.

Since the majority of observations in the studies we consider occur at discrete time points and
the interpretation of the non-parametric cumulative coefficients is challenging, we parameterize
treatment effects using main effects and interactions with natural spline functions of time (with
knots located at days 14, 28, 35, and 42). Maximum likelihood-based and empirical estimation
will both be considered.

The specific mean model from which we wish to base inference is given by

E{Yi (ti j ) |xi (ti j )} = "0+ns(ti j )bt +{"low+ns(ti j )blow,t }· I {Trti (ti j )= low}
+{"high+ns(ti jbhigh,t )}· I {Trti (ti j )=high}+· · · (2)

where ns(ti j ) denotes the natural spline design matrix, I (·) is 1 if · is true and 0 if not, and Tr ti (ti j )
denotes the treatment received by subject i on the day preceding day ti j with possible values:
‘high’, ‘low’, and ‘placebo or none’. The values {"low+"low,tns(ti j )} and {"high+"high,tns(ti j )}
reflect dynamic treatment effects relative to placebo or no treatment and are the inferential targets.
For analysis, we also include baseline covariates, sex, race, and a smooth function of age to control
for potential confounding.

3.2. Selection bias due to dropout and irregular sampling rates

We now consider the potential for selection bias due to dropout or due to an alteration in the rate
at which subjects are followed. Let (1) Ci be an indicator for inclusion in the clinical trial; (2)
Ri (ti j ) be an indicator that the subject is in the study and at risk (not dropped out) at time ti j ; and
(3) Si (ti j ) be an indicator that the subject was observed (sampled) at time ti j .

To describe the relationship between the response Yi and covariates Xi , one could use
the joint distribution f (yi ,xi )≡ f (yi |xi ) f (xi ). However, it is standard to leave the marginal
distribution of Xi unspecified and to capture the relationship between the response and
covariates using f (yi |xi ). If subjects participating in the studies represent a random sample
from the target population, then f (yi |xi )= f (yi |xi ,Ci =1), and all inferences generalize to
the population. That is, study results are externally valid. For ease of exposition, we drop
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the condition, Ci =1, which for now should be considered implicit. Internal validity is possible
if the selection mechanisms, such as dropout and sampling rates, are uninformative. Assume
that the observed response history, H

y
i (ti j )≡ {yi (ti1), . . . , yi (ti j−1)}, can be used to describe

within subject correlation. According to the terminology of Little and Rubin [15] and following
Lipsitz et al. [16], if f (yi |xi )=

∏ni
j=1 f {yi (ti j )|Hy

i (ti j ),xi (ti j )} and Pr{Si (ti j )=1, Ri (ti j )=
1|yi (ti j ),Hy

i (ti j ),xi (ti j )}=Pr{Si (ti j )=1, Ri (ti j )=1|Hy
i (ti j ),xi (ti j )}, then the dropout and

sampling time mechanisms are ‘at random’ and are uninformative. This can be shown by noting

f {yi (ti j ) |Hy
i (ti j ),xi (ti j ), Si (ti j )=1, Ri (ti j )=1}

= Pr{Si (ti j )=1, Ri (ti j )=1|yi (ti j ),Hy
i (ti j ),xi (ti j )}· f {yi (ti j ) |H

y
i (ti j ),xi (ti j )}

Pr{Si (ti j )=1, Ri (ti j )=1|Hy
i (ti j ),xi (ti j )}

= f {yi (ti j ) |Hy
i (ti j ),xi (ti j )}

As discussed in Reference [16], likelihood-based estimation will be valid in this setting without
explicit acknowledgment of the selection mechanisms as long as the covariance among responses
has been properly acknowledged. An unadjusted analysis is not valid with empirical approaches,
such as GEEs since f {yi (ti j ) |Hy

i (ti j ),xi (ti j ), Si (ti j )=1, Ri (ti j )=1}= f {yi (ti j ) |Hy
i (ti j ),xi (ti j )}

does not imply f {yi (ti j ) |xi (ti j ), Si (ti j )=1, Ri (ti j )=1}= f {yi (ti j ) |Hy
i (ti j ),xi (ti j )}; hence,

in general, E{Yi (ti j ) |xi (ti j ), Si (ti j )=1, Ri (ti j )=1} %=E{Yi (ti j ) |xi (ti j )}. Many authors have
discussed estimating equation-based approaches to acknowledge dropout (e.g. [17]) and irregular
follow-up (e.g. [13, 14, 18–20]) in longitudinal data analyses. The approaches to acknowledge
longitudinal dropout use Horvitz–Thompson inverse probability weights [21], while many of the
approaches to irregular follow-up use inverse intensity modeling approaches during analysis. In
all cases, estimation is based on solving

N∑
i=1

XT
i WiP−1

i {Yi −E(Yi |Xi ;b)}=0 (3)

for b, where Wi is the inverse of a working covariance matrix, and Pi is a diagonal probability
or intensity of being observed matrix. Estimates based on inverse probability of weighting can be
inefficient if sampling probabilities vary drastically (e.g. if some observations are weighted very
heavily).

3.3. Selection bias due to treatment discontinuation

In safety analyses of longitudinal clinical laboratory data, our focus is rightfully on the treatment
received rather than on intended treatment (typical of efficacy studies). However, such analyses pose
challenges since the treatment received at time ti j may be predicted by response history, Hy

i (ti j ),
even after conditioning on covariate history, Hx

i (ti j ). That is, f {xi (ti j ) |Hy
i (ti j ),H

x
i (ti j )} %=

f {xi (ti j ) |Hx
i (ti j )}. In such cases, the treatment received is said to be statistically endogenous

with respect to the response process, and response history both mediates and confounds the rela-
tionship between the response Yi and treatment received Xi (see References [22, 23]). Similar
to the approach taken to acknowledge the dropout and sampling rate mechanisms, observations
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for an estimating equations approach can be weighted by the inverse probability of being on the
treatment received at each time, ti j . By reweighting observations in this manner, we effectively
construct a pseudo-population in which H

y
i (ti j ) mediates but does not confound the relationship

of interest. That is, if we are only concerned with the bias resulting from treatment discontinuation,
we can solve equation (3) with Pi , the diagonal probability of treatment matrix. A very important
caveat with inverse probability weighting in this setting is that the full covariate conditional mean
E{Yi (ti j ) | Xi (ti1), . . . , Xi (tini )} is not equal to the cross-sectional mean E{Yi (ti j ) | xi (ti j )}; hence,
to ensure that unbiased parameter estimates result, a diagonal working covariance matrix (e.g.
independence estimating equations) must be used [23–25].

3.4. Alternative approaches

In the previous subsections we discussed selection mechanisms related to dropout, irregular
sampling rates, and treatment discontinuation. Our primary consideration has been that the selection
mechanisms are related to the response series through response history and covariate values. We
assume that selection is conditionally independent of current responses. To obtain valid inferences
with empirical approaches, models for the selection mechanism must be correct. We now propose
two additional approaches that partially alleviate the need to model selection mechanisms explic-
itly when using empirical estimation strategies (ES). In the first approach, a function of response
history (Hy

i (ti j )) is captured in the measurement model. We refer to this measurement model as
a conditional model, whereas equation (2) is a marginal model. A conditional model lowers the
potential risk for selection bias by reducing or eliminating the dependence of the selection mecha-
nisms and the current response on ‘leftover’ response history. This model is useful and is often of
scientific interest; however, we recognize that it may not capture the causal relationship between the
response series and treatment if a portion of the treatment effect is mediated by H

y
i (ti j ). Another

approach we consider is intended to address challenges directly related to treatment discontinua-
tion. In this approach, all response values succeeding treatment discontinuation are dropped from
the analyses. We expect physicians to discontinue treatment based on observed response values
(e.g. response history), and this is supported by Figure 1. Thus, with this approach, we induce a
dropout mechanism that is response history dependent (uninformative), and we eliminate concerns
related to statistical endogeneity of treatment. In cases where a large number of subjects have been
removed from treatment, this approach will likely be inefficient, and if there is reason to believe
that treatment received would no longer be conditionally independent of current responses, this
approach would not be valid. However, for the current analyses, we believe this to be a reasonable
approach.

4. ANALYSIS

In this section, we discuss the analysis of the data described in Section 2 using methods described
in Section 3. We first focus our attention on study 1. We describe assessment of the depen-
dence of the selection mechanisms (dropout, sampling rates, and treatment received) on response
history in Section 4.1, and we contrast several ES in Section 4.2. We then combine all four
studies and describe the assessment of study comparability in Section 4.3 and analyze the
combined studies’ data considering response history-induced selection bias in Section 4.4. Finally,
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in Section 4.5, we discuss sensitivity analyses that are vital for external validity of study results,
e.g. when f (yi |xi ) %= f (yi |xi ,Ci =1).

4.1. Assessing the impact of response history on the dropout, sampling, and treatment received
mechanisms

In this and the next subsection, we focus on study 1. Since the dropout, follow-up, and treatment
discontinuation distributions are likely to be influenced by response history, but (we assume) are
conditionally independent of current response values, selection mechanisms are uninformative.
The selection model we consider includes all three of these components and can be decomposed
as follows:

Pr{Ri (ti j )=1, Si (ti j )=1, Xi,rec(ti j )= xi,rec(ti j ) |Hy
i (ti j ),xi,sel(ti j )}

=Pr{Ri (ti j )=1 |Hy
i (ti j ),xi,sel(ti j )} (4)

×Pr{Si (ti j )=1 |Hy
i (ti j ),xi,sel(ti j ), Ri (ti j )=1} (5)

×Pr{Xi,rec(ti j )= xi,rec(ti j ) |Hy
i (ti j ),xi,sel(ti j ), Ri (ti j )=1, Si (ti j )=1} (6)

where Xi,rec(ti j ) denotes treatment received, and Xi,sel(ti j ) corresponds to selection model covari-
ates that may or may not contain measurement model covariates Xi (ti j ). xi,sel(ti j ) denotes the
observed values of those covariates. The complete selection model is composed of an at risk model
(4), a sampling model conditioned on being at risk (5), and a treatment received model conditioned
on being at risk and sampled (6). The design matrix, Xi,sel(ti j ), need not be the same in each
of the selection models, although they will be for this analysis. While other functional forms of
H

y
i (ti j ) could be considered, results among several of them were qualitatively similar. We report

results for the first-order lagged response, e.g. Hy
i (ti j )= yi (ti j−1), in this report.

The linear predictor included in each of the above selection models is given by

#i (ti j )=$yi (ti j−1)
yi (ti j−1)+xTi,sel(ti j )c (7)

where xi,sel(ti j ) is composed of covariates: assigned treatment, a smooth (natural spline) function of
time (ns(ti j )), log-transformed baseline ALT, sex, race, and age. It is worth noting that randomized
treatment and time did not appear to modify the effect of yi (ti j−1) in these selection models.
Logistic regression analyses were used to obtain the estimated probabilities of being at risk
{Ri (ti j )}, of being sampled {Si (ti j )} conditioned on being at risk, and of being on the treatment
received {Xi,rec(ti j )} conditioned on being at risk and sampled. Figure 2(a) describes the effect of
yi (ti j−1) on each of these models, and we display the estimated values of $yi (ti j−1)

from equation
(7) associated with a 0.4 unit increase in yi (ti j−1) (e.g. a 50 per cent increase in the lagged value
of the untransformed ALT value). Response history appears to be positively associated with being
at risk (not dropped out), with being sampled (if still at risk), and with being on placebo treatment
(if still at risk and sampled). Among these, the effect size of yi (ti j−1) was largest in the selection
model involving treatment received. To be sure that we make valid inferences using empirical (e.g.
GEE) procedures, these mechanisms should be acknowledged explicitly.
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Selection models: dependence on the
lagged response
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Figure 2. Analysis of study 1: (a) Estimates of $yi (ti j−1)
, based on the logistic regression model with

linear predictor given in equation (7). The estimate is the log odds ratio associated with a 0.4 unit increase
in yi (ti j−1), which corresponds to a 50 per cent increase in the untransformed ALT scale. In (b)–(d)
the treatment effect of high-dose treatment (versus placebo or no treatment) among the eight estimation
strategies (ES). In (b), we compare estimating equation approaches on the impact of ignoring the three
selection mechanisms, but for ease of exposition we show confidence intervals only for ES1 and ES4
(dotted black and grey lines, respectively). In (c), we display the analyses in which dropout was induced
once treatment was discontinued, and in (d), a response history covariate was included in the measurement

model. In (b)–(d), treatment effects are on the log-transformed ALT scale.

4.2. Analysis of study 1

We now consider eight ES, derived from models described in Section 3, for the analysis of study 1.
While we compare the estimates, we leave interpretation of measurement model results to Section
4.4 where all four studies are combined. The ES are outlined in Table III. ES1–ES6 correspond
to the marginal model described in equation (2), whereas ES7–ES8 pertain to the conditional
model where H

y
i (ti j ) was included in the measurement model. ES1–ES5 and ES7 use GEE

approaches, whereas ES6 and ES8 use maximum likelihood-based generalized least squares (GLS)
with first-order autoregressive and exchangeable correlation structures, respectively.
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Table III. Summary of the estimation strategies considered for analyses.

Strategy Mean model Data used for analysis Estimation procedure

ES1 XT
i (ti j )b(ti j ) All available GEE

ES2 XT
i (ti j )b(ti j ) All available IPW-GEE-SWr (ti j )

ES3 XT
i (ti j )b(ti j ) All available IPW-GEE-SWrs(ti j )

ES4 XT
i (ti j )b(ti j ) All available IPW-IEE-SWrst (ti j )

ES5 XT
i (ti j )b(ti j ) Preceding treatment discontinuation only IPW-GEE-SWrs(ti j )

ES6 XT
i (ti j )b(ti j ) preceding treatment discontinuation only GLS

ES7 XT
i (ti j )b∗(ti j )+"lagYi (ti j−1) All available GEE

ES8 XT
i (ti j )b∗(ti j )+"lagYi (ti j−1) All available GLS

GEE is generalized estimating equation and IEE assumes a diagonal working covariance matrix. IPW-GEE is
inverse probability weighted GEE, and GLS is generalized least squares. The correlation structures for all GEE
estimates other than ES4 were autoregressive with decay rate a linear function of time separations. The values
SWr (ti j ), SWrs(ti j ), and SWrst (ti j ) correspond to the stabilized weights for the j th observation of subject i ,
occurring at time ti j based on the at-risk, the at-risk and sampled, and the at-risk, sampled and on observed
treatment selection models, respectively. In ES1–ES6, a marginal mean model is considered, Xi (ti j )"(ti j ),
and in ES7–ES8 a conditional model, Xi (ti j )"

∗(ti j )+"lagYi (ti j−1), is used. In ES5–ES6, all observations
succeeding treatment discontinuation are dropped from analyses.

ES1 ignores all selection mechanisms, and GEE with a transition-type working covariance
matrix is used. That is, working correlation is structured so as to be a linear function of time
separations among visits. This working correlation structure is used for all GEE estimates except
ES4 which applies a diagonal working correlation matrix (e.g. independence estimating equations
or IEE) due to the reasons discussed at the end of Section 3.3. In ES2–ES4, the selection mecha-
nisms are acknowledged using inverse probability weighted GEE (IPW-GEE) [17] with stabilized
weights [22, 26]. In ES2, ES3, and ES4, the diagonal elements of P−1 in equation (3) are given
by

SWr (ti j ) = Pr{Ri (ti j )=1 |xi (ti j )}
Pr{Ri (ti j )=1 |Hy

i (ti j ),xi,sel(ti j )}

SWrs(ti j ) = SWr (ti j ) ·
Pr{Si (ti j )=1 |xi (ti j ), Ri (ti j )=1}

Pr{Si (ti j )=1 |Hy
i (ti j ),xi,sel(ti j ), Ri (ti j )=1}

SWrst (ti j ) = SWrs(ti j ) ·
Pr{Xi,rec(ti j )= xi,rec(ti j ) |xi (ti j ), Ri (ti j )=1, Si (ti j )=1}

Pr{Xi,rec(ti j )= xi,rec(ti j ) |Hy
i (ti j ),xi,sel(ti j ), Ri (ti j )=1, Si (ti j )=1}

respectively, where xi (ti j ) represents covariates in the measurement model. The numerator ‘stabi-
lizes’ the inverse probability weight and improves the efficiency of parameter estimates to the
extent that covariates in the measurement model predict the selection mechanisms. ES5 and ES6
are estimated in the setting where all follow-up visits succeeding treatment discontinuation are
dropped. As described in Section 3.4, the induced dropout mechanism is believed to be unin-
formative, and there is no bias due to treatment discontinuation. ES5 acknowledges selection
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(dropout and sampling) explicitly using stabilized inverse probability weights, and ES6 acknowl-
edges selection implicitly since it involves maximum likelihood. In ES7 we used GEE without
further acknowledgement of selection, and in ES8 we used GLS with an exchangeable correlation
structure. For all analyses the R programming language [27] was used, in particular, the nlme [28],
geepack [29], and Hmisc [30] packages.

Figure 2(b)–(d) displays the treatment effects based on various ES. Figure 2(b) depicts the
impact that ignorance of the selection models can have on estimates of the treatment effects. For
example, by ignoring the selection mechanisms using empirical approaches, parameter estimates
tended to be less positive and were negative at early follow-up times. Figure 2(c) pertains to models
in which dropout following treatment discontinuation was induced. Results for ES5 and ES6 were
similar. Figure 2(d) depicts the conditional mean model estimates (e.g. lagged responses included
in the measurement model). By controlling for lagged responses, ES7, which ignores selection
and is potentially vulnerable to biases, produces very similar estimates to ES8, which should be
robust to these mechanisms. That is, explicit modeling selection using empirical approaches may
not be necessary if the response history is captured in the measurement model. In both cases we
assumed that controlling for response history alleviates the need to consider the bias induced by
treatment discontinuation.

4.3. Testing the appropriateness of combining information from multiple trials

We now turn attention to the analysis of all fours studies combined. One of the primary concerns
with combining multiple studies is that the patient populations and study protocols may not
be comparable. The studies examined here were chosen in part because schedules for follow-
up were similar. However, patients from the four studies had different diseases, and while it
would seem that they may be comparable with respect to liver function, further examination
is appropriate. To explore the extent to which the populations from the four studies/disease
classes were comparable, we stratified on the treatment received immediately following study
initiation (e.g. placebo, low dose, and high dose) and examined the impact of disease (i.e. study)
in longitudinal data models. Thus, we sought to examine the extent to which disease class was
associated with ALT concentrations within treatment arms. Strong effects would indicate that
the study samples may not be comparable. GLS was used to regress the log-transformed ALT
values on subject-specific covariates: baseline log-transformed ALT, sex, age, time (natural splines
with knots at days 14, 28, and 42), disease class, and the disease by time interaction. Since
likelihood-based approaches were used, we ignored the sampling and dropout mechanisms. This
approach is intended to provide only a general guideline regarding sample comparability. Within
each strata, we compared Akaike’s Information Criterion (AIC) in models that ignored disease
class, that incorporated disease class indicators, and that included disease class by time interactions.
According to the AIC, in all disease strata, models that included neither disease class nor disease
class by time interactions were optimal. For the placebo arm models, the AICs for models without
disease class indicators, with disease class indicators, and with disease by time interactions were
30.6, 38.9, and 71.2, respectively. For low-dose treatment they were 268.0, 276.0, and 282.2,
respectively, and for high-dose treatment they were 561.5, 563.9, and 567.0. These results suggest
that there is little to no evidence in support of within-treatment disease class effects or disease
class by time interaction effects. In the combined study analyses we make no further adjustment
for disease.
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4.4. Combined study analysis

We now combine the data from the four studies to assess the effect of agent Q on liver function as
measured by ALT. We followed the approaches outlined in Section 4.2, but limited the discussion
to the most viable ES (ES4–ES8). Figure 3 displays treatment effects for marginal mean models
(Figure 3(a) and (b)) and conditional mean models in which we adjust for lagged responses
(Figure 3(c) and (d)). Figure 3(a) and (c) corresponds to the low-dose treatment effects versus
placebo or off treatment, and Figure 3(b) and (d) relates to high-dose treatment effects. Note that
the treatment effects displayed in Figure 3(a) and (b) correspond to common model estimates (as
do Figure 3(c) and (d)). That is, ES6 estimates in Figure 3(a) and (b) are the estimated low- and
high-dose treatment effects from a single model.
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Figure 3. Analyses of all four studies: (a) and (b) Low-dose and high-dose treatment effect estimates
for marginal models, respectively. (c) and (d) The estimates for conditional models. For a given
estimation strategy, the low-dose and high-dose treatment effect estimates were obtained from a
single model (e.g. treatment effects using ES6 in (a) and (b) are based on a single model fit). For
ease of exposition, in (a) and (b), we display pointwise confidence intervals only for ES5 and ES6.

All treatment effects are on the log-transformed ALT scale.
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On the basis of these analyses, we find that there is a clear dose–response relationship, the
functional form of the marginal and conditional model treatment effects are substantially different,
and while there is a high-dose treatment effect during the course of follow-up, it does not appear
to persist to the end of the studies. The adaptive response is interesting (or perhaps puzzling)
and may warrant further investigation. Such an effect would be hidden in (standard) analyses that
compare the proportion of subjects crossing threshold values at some time during follow-up in
each treatment arm.

The ES considered here all yielded qualitatively similar conclusions regarding the treatment
effect of agent Q. The functional form of the high-dose treatment effect with ES6 was a bit different
from ES4 and ES5, but for conditional models ES7 and ES8 estimates were very close. For the
most part, and assuming GLS correlation structures were specified appropriately, likelihood-based
approaches tended to be more efficient than empirical approaches (a well-known result), although
this was not the case at earlier time points.

4.5. Sensitivity analyses

To this point we have considered analyses that would permit valid inferences if trials represent
a random sample from the target population, e.g. if f (yi |xi )= f (yi |xi ,Ci =1). In fact, for a
variety of reasons, this is not likely to be the case. In cases of non-random selection, postulating
a number of reasonable selection mechanisms and examining the sensitivity of study results to
these mechanisms are appropriate. All conclusions should then be made in light of the sensitivity
analysis results.

For the purpose of safety, our interest focuses on a selection mechanism that would lead to
an over- or under-representation of subjects who are at risk for experiencing adverse outcomes.
Using the longitudinal response data, there are a number of ways to categorize subjects into risk
categories using subject-specific response profiles [31, 32]. However, for our purposes, categories
of risk can be captured with simple summaries of subject-specific response profiles. For example,
we expect that subjects exhibiting substantial response variation or whose overall response values
tend to be high may be particularly susceptible to severe reactions. On the basis of the average
and standard deviation of individual response profiles, we grouped subjects into four categories
of risk with a k-means clustering algorithm. The results from the cluster analysis are displayed
in Figure 4(a), and Figure 4(b) displays representative response profiles of individuals from each
of the clusters. For our purposes cluster 3, which pertains to subjects with the highest means and
standard deviations, is of primary interest.

We propose sensitivity analyses based on the results of the clustering routine. The analyses
postulate that, relative to the target population, subjects in cluster 3 (high risk) may be over-
or under-represented in our sample. We are perhaps most interested in the case where they are
under-represented. In the first analysis, we consider a tilted, non-parametric bootstrap approach
(see, for example, [33]) wherein resampling weights for subjects in cluster 3 are altered from the
usual value of one (the resampling weight for all other subjects). We consider resampling weights,
%s ∈{0.5,2.0,4.0}, for all subjects in cluster 3. %s>1 implies resampling of subjects in cluster
3 with probability greater than subjects in clusters 1, 2, and 4. Summaries across 200 bootstrap
samples were used to estimate the associated treatment effects. The second approach is similar in
spirit to the first; however, rather than resampling, a single model is estimated, and the weights
given to subjects in cluster 3 are altered, %w ∈{0.5,2.0,4.0}. Thus, when %w =4, cluster 3 subjects’
observations are given four times the weight that they would be given in a standard analysis.
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Figure 4. Sensitivity analyses: (a) The clusters identified by the k-means clustering algorithm, and (b)
shows three corresponding representative curves. (c) and (d) Results from the sensitivity analyses in which
the relative influence of cluster 3 was altered. Tilted non-parametric bootstrapping results are shown with
sampling weights equal to 0.5, 2.0, and 4.0 for cluster 3. All other subjects had sampling weights equal
to 1. For each of the analyses, averages among 200 bootstrap samples were used to summarize treatment

effects. In (c) and (d), treatment effects are on the log-transformed ALT scale.

The parameter estimates obtained from these approaches were effectively indistinguishable; hence
while we report the results for the first approach only, they apply to both.

For the purposes of exposition we will only consider ES6, and the results of these analyses
are displayed in Figure 4(c) and (d), respectively. It is clear that varying the influence of those
‘high-risk’ subjects, by either changing weights or sampling probabilities, altered the estimates of
treatment effects. With greater weight given to cluster 3 subjects, much larger treatment effects
were obtained. However, the qualitative conclusions from the analyses remained unchanged. There
appears to be a clear dose–response relationship to treatment, but according to our analyses, the
apparent adaptive response persists and treatment effects disappear by the end of the study.
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5. DISCUSSION

The goal of this research was to examine a number of strategies that could be used for the analysis
of the longitudinal clinical laboratory data routinely collected during clinical trials. Frequently,
these data are not utilized effectively in that continuous data are often dichotomized, longitu-
dinal follow-up is ignored, and information from multiple studies are rarely combined for the
purpose of characterizing product safety. Much of the discussion focused on selection bias. Toward
internal study validity, we considered three selection mechanisms (dropout, visit frequency, and
treatment discontinuation) which if related to the response process can lead to biased treatment
effect estimates. We assumed that selection was related to the response process only through
its history (e.g. past response values), which we believe to be reasonable in many clinical trial
settings. Methods for handling these mechanisms include inverse probability weighted approaches
(for all mechanisms) and direct likelihood-based approaches (for dropout and visit frequency
mechanisms). Although not considered here, there are a large number of other ES (e.g. propen-
sity score based estimators, multiple imputation-based estimators, doubly robust estimators, etc.)
that could certainly be applied. To avoid at least some of the bias associated with selection, we
also suggested alternative approaches wherein we capture response history in the measurement
model or we induce dropout when treatment has been discontinued due to response elevations.
By capturing response history in the measurement model, we alter the estimation target; however,
if the new target is of interest, the residual dependence of selection and the current response on
response history are likely to be diminished substantially, reducing the potential for severe biases.
The induction of dropout following response history-dependent treatment discontinuation alleviates
potential bias due to statistical endogeneity, which permits direct application of likelihood-based
methods.

Since the ultimate goal of safety analyses is to generalize results to the patients who will
eventually receive treatment, non-random selection is common. This is caused by the relative
healthiness of clinical trial populations, exclusion criteria for dangerous concomitant medications
and lifestyle choices (e.g. alcohol use), and the close monitoring of patients, among other reasons.
Since the extent of the induced bias is untestable, we proposed sensitivity analyses in which the
selection mechanism is based on a surmised measure of risk (e.g. instability in longitudinal profiles)
for a serious adverse event such as severe liver injury. With this approach we can test the extent
to which the informative selection mechanism could impact study conclusions.

In the analysis of agent Q, we observed a dynamic dose–response relationship between ALT
concentrations and treatment. The treatment effect was largest at approximately week four, but
had abated by the end of week six. Product development was terminated for a number of reasons;
however, if the medication was (1) highly effective and/or (2) could be used on a short-term basis,
and if the decision to terminate its development been made based exclusively on standard analyses
of ALT concentrations, then we would suggest that further investigation is warranted. The dynamic
treatment effect we observed is not captured with standard approaches, and we believe that the
analyses we propose are vastly superior toward characterizing the safety profile of this and other
products.

While the models we have considered capture the impact of treatment on expected log-
transformed ALT concentrations, they do not tell the entire story. Most subjects on low- and
high-dose treatment did not experience elevations at all during study follow-up, and subject-specific
information that can be used to identify such subjects is unavailable. Models that are able to
incorporate (latent) mixtures of responders and non-responders [34] or analyses that could be used
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to identify responders (perhaps by incorporating biomarker or genotypic information) could be
very useful in this setting.

The data used for the analyses we discussed are routinely collected in clinical trials. In addition
to being utilized more effectively toward the characterization of pharmaceutical safety in individual
products being brought to market, they can also be used toward a number of other aims, e.g.
retrospective confirmation of post-marketing signals, identification of subjects for future studies
regarding individualized sensitivity to therapy, etc. The key is that the data have already been
collected, and we believe that far more information can be extracted from them than is by standard
practices.
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